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1. Introduction              
    ABSTRACT: 

Brain tumor extraction and its analysis are challenging tasks in medical image processing 

because brain image and its structure is complicated that can be analyzed only by expert 

radiologists. Segmentation plays an important role in the processing of medical images. 

Magnetic Resonance Imaging has become a particularly useful medical diagnostic tool for 

diagnosis of brain and other medical images. Edge detection is the name for a set of 

mathematical methods which aim at identifying points in a digital image at which the image 

brightness changes sharply or more formally, has discontinuities. Edge detection is a 

fundamental tool in image processing . To make more of the potentially available information 

accessible, they need effective and efficient multivariate data mining methods. A cluster is a 

collection of similar objects and so clustering technique is used to detect and make a group of 

similar patterns with the help of clustering techniques and capture the different interaction 

patterns in healthy and diseased subjects. Interaction K-Means clustering  is used which 

differentiates the normal and diseased clusters. In the proposed system, Interaction K-Means 

clustering with Ranking algorithm is together used which improves the efficiency by finding 

the best affected cluster among several clusters and lists the clusters from diseased to normal. 
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2 Existing System 

In Existing System for analyzing the 

Discriminative Anatomic pattern voxel-

based morphometry (VBM) and 

deformation-based morphometry (DBM) 

methods were used. In VBM, the patterns 

were examined by local differences, found 

in brain tissue segmentations, are voxel-

by-voxel statistically analyzed voxel-by-

voxel statistically. Image Processing 

techniques are used to detect tumor that 

has mainly following steps – Pre 

Processing, segmentation, Feature 

Extraction and Classification. This is the 

first step of image processing it is used to 

enhance the chances of detecting the 

suspicious region. Finer details of the 

image are enhanced and noise is removed 

from the image. Clinical MRI when 

corrupted by noise reduces the accuracy of 

the image. Various filters are used to 

remove this noise . Anisotropic filter is 

used to remove background noise, 

weighted median filter is used to remove 

salt and pepper noise. Wavelet based de-

noising method makes wavelet and scaling 

coefficient biased. Image segmentation is 

the method of breaking down an image 

into small parts. Segmentation is 

performed to make the analysis easier. 

There are following types of image 

segmentation. In edge-based segmentation 

method , the detected edges in an image 

are assumed to represent object boundaries 

and used to identify these objects. Edge 

based segmentation very rarely gives the 

absolute distinct and closed boundaries 

needed for a direct segmentation. Chances 

are more that false edge detection and 

many of the times it requires edge linking 

to join the partial edges into an object 

boundary. Region based approach depends 

on the assumption that the bordering pixels 

within one region have similar values. It 

focuses on finding object region instead of 

its edges. 

 

3 Proposed System 

   The Proposed method evaluating both its 

accuracy for discriminating different 

experimental groups and its capacity of 

determining the relevant anatomical 

regions together with their weights. This is 

accomplished using a fusion strategy that 

is GBVS implementation which mixes 

together bottom-up and top-down 

information flows. The bottom-up 

approach highlights relevant regions 

correlated with the AD diagnosis. The top-

down scheme identifying patterns 

associated to pathological stages. In order 

to highlight the quality of the model is not 

only given by the quantitative performance 

measures, but by its aptness to 

automatically detect highly discriminative 

brain regions, consistent with those 

regions that have been described as 

important in the progression of the disease. 

The most popular technique has been 

proposed by support vector machine 

.which has been applied to classifying 

individuals with several neurological 

disorders. The SVM classifier is usually 

fed with features such as intensity, textural 

and statistical information, binary tissue 

segmentations or cortical thickness 

estimations.Brain tumor diagnosis is a 

very crucial task. This system provides an 

efficient and fast way for diagnosis of the 

brain tumor. Proposed system consists of 

multiple phases. First phase consists of 

texture feature extraction from brain MR 

images. Second phase classify brain 

images on the bases of these texture 

feature using ensemble base classifier. 

After classification tumor region is 

extracted from those images which are 

classified as malignant using two-stage 

segmentation process. Segmentation 

consists of skull removal and tumor 

extraction phases. Quantitative results 
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show that our proposed system performed 

very efficiently and accurately. 

 

3.1 Advantages 
1.  we segregate the data set into K 

equally sized random clusters and 

find a set of models for each 

cluster. 

2. The first step of IKM is the 

initialization, we randomly 

partition datasets DS into K 

clusters. 

3. After initialization, IKM iteratively 

performs two steps until 

convergence. The two steps are 

Assignment and Update.  

 

4MODULE DESCRIPTIONS 

4.1 Upload a brain 

  In this module user have 

to upload a Scan brain Image to 

detect the brain disease. There are 

two types of scanning they are CT 

scan and MRI scan. In this project 

we used only MRI scanned brain 

image because MRI (Magnetic 

resonance imaging) image can only 

detect the defect area accurately. 

 

4.2 Preprocessing    
        The aim of pre-processing is an 

improvement of the image data that 

suppresses unwanted distortions or 

enhances some image features important 

for further processing. Pre-processing is a 

common name for operations with images 

at the lowest level of abstraction -- both 

input and output are intensity images. 

 

4.2.1 Gray scale conversion 

Gray scale digital image is an 

image in which the value of each pixel is a 

single sample, that is, it carries 

only intensity information. Images of this 

sort, also known as black-and-white, are 

composed exclusively of shades of gray, 

varying from black at the weakest intensity 

to white at the strongest. 

 

4.2 .1 filtering  

Filtering is the process of 

removing noise from a signal. All 

recording devices, both analog and digital, 

have traits that make them susceptible to 

noise. Noise can be random or white 

noise with no coherence, or coherent noise 

introduced by the device's mechanism or 

processing algorithms. 

 

4.3Feature extraction 

      Feature extraction starts from an initial 

set of measured data and builds derived 

values (features) intended to be 

informative and non-redundant, facilitating 

the subsequent learning and generalization 

steps, and in some cases leading to better 

human interpretations. Feature extraction 

is related to dimensionality reduction. 

When the input data to an algorithm is too 

large to be processed and it is suspected to 

be redundant (e.g. the same measurement 

in both feet and meters, or the 

repetitiveness of images presented 

as pixels), then it can be transformed into a 

reduced set of features (also named 

a features vector). This process is 

called feature extraction. The extracted 

features are expected to contain the 

relevant information from the input data, 

so that the desired task can be performed 

by using this reduced representation 

instead of the complete initial data. 

 

4.4 Edge deduction  

Edge detection is the name for a set of 

mathematical methods which aim at 

identifying points in a digital image at 

https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Pixel
https://en.wikipedia.org/wiki/Sample_(signal)
https://en.wikipedia.org/wiki/Luminous_intensity
https://en.wikipedia.org/wiki/Black-and-white
https://en.wikipedia.org/wiki/Grey
https://en.wikipedia.org/wiki/Noise
https://en.wikipedia.org/wiki/Signal_(information_theory)
https://en.wikipedia.org/wiki/Analog_electronics
https://en.wikipedia.org/wiki/Digital_data
https://en.wikipedia.org/wiki/White_noise
https://en.wikipedia.org/wiki/White_noise
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Feature_(machine_learning)
https://en.wikipedia.org/wiki/Dimensionality_reduction
https://en.wikipedia.org/wiki/Algorithm
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https://en.wikipedia.org/wiki/Digital_image
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which the image brightness changes 

sharply or, more formally, has 

discontinuities. The points at which image 

brightness changes sharply are typically 

organized into a set of curved line 

segments termed edges. The same problem 

of finding discontinuities in 1D signals is 

known as step detection and the problem 

of finding signal discontinuities over time 

is known as change detection. Edge 

detection is a fundamental tool in image 

processing, machine vision and computer 

vision, particularly in the areas of feature 

detection and feature extraction.The edges 

extracted from a two-dimensional image of 

a three-dimensional scene can be classified 

as either viewpoint dependent or viewpoint 

independent. A viewpoint independent 

edge typically reflects inherent properties 

of the three-dimensional objects, such as 

surface markings and surface shape. 

A viewpoint dependent edge may change 

as the viewpoint changes, and typically 

reflects the geometry of the scene, such as 

objects occluding one another. 

 

4.5Interaction k-means clustering 

     IKM is used which differentiates the 

normal and diseased clusters. In the 

proposed system, Interaction K-Means 

clustering with Ranking algorithm is 

together used which improves the 

efficiency by finding the best affected 

cluster among several clusters and lists the 

clusters from diseased to normal 

 

5 Conclusions  

           Our experimental evaluation 

explains that the interaction based cluster 

notion is a valuable complement to 

existing methods for clustering 

multivariate time series. IKM attains good 

results on synthetic data and on real world 

data from various domains, but especially 

excellent results on EEG and fMRI data. 

Our algorithm is scalable and robust 

against noise. Moreover, the interaction 

patterns indentified by IKM are easy to 

interpret and can be visualized. Nonlinear 

models show their superiority in the 

concurring real world data. In present and 

future work, we plan to enlarge our ideas 

to differential equations. We want to 

consider various models for different 

regions of the time series. We intend to 

work on methods for suitable initialization 

of IKM, since existing strategies for K-

means cannot be straightforwardly 

transferred to IKM because of the special 

cluster notion. We are also enquiring in 

feature selection for interaction-based 

clustering.The thesis has introduced and 

adapted biologically inspired methods for 

identification of diagnostic-relevant image 

regions in a very complex and challenging 

problem, the Alzheimer's disease (AD). 

The automatic strategies herein developed 

have included prior anatomical and 

medical knowledge within the morpho-

metrical analysis. The set of proposed 

tools constitute an innovative framework 

in the context of anatomical studies: 

sparse-based representations and visual 

attention methods, together with machine 

learning techniques, provide efficient 

representations of the image content in 

terms of visual The present investigation 

has included an extensive validation and 

parameter study, evaluating both its 

accuracy for discriminating different 

experimental groups and its capacity of 

determining the relevant anatomical 

regions together with their weights. 
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