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Abstract 

Chronic Kidney Disease (CKD) is a global health problem with high morbidity 

and mortality rate, and it induces other diseases. Since there are no obvious 

symptoms during the early stage of CKD, patients often fail to notice the 

disease. Early detection of CKD enables patients to receive timely treatment to 

ameliorate the progression of this disease. Machine learning models can 

effectively aid clinicians achieve this goal due to their fast and accurate 

recognition performance. In this, we proposed a machine learning 

methodology for diagnosing CKD. The CKD data set was obtained from the 

University of California Irvine (UCI) machine learning repository, which has a 

large number of missing values. In general we have six machine learning 

algorithms like logistic regression, random forest, support vector machine, k-

nearest neighbour, naive Bayes, classifier and feed forward neural network to 

establish models. In existing system random forest achieved the performance 

with 99.75% diagnosis accuracy. In proposed system, By analysing the 

misjudgments generated by the above model, we proposed an integrated 

model that combines logistic regression and random forest by using perceptron 

which could achieve an efficient accuracy of 99.83% after ten times of 

simulation. Hence, we speculated that this methodology could be applicable to 

more complicated clinical data for disease diagnosis. 

 

Introduction: 

1.Background 

           Chronic Kidney Disease is a global health problem affecting approximately 10% of the world 

population. The percentage of prevalence of CKD in China is 10.8% and the range of prevalence is 10%-

15% in the United States. According to another study, this percentage has  reached  14.7%  in  the  

Mexican  adult  general   population.   This   disease   is characterised by a slow deterioration in renal 

function, which eventually causes a complete loss of renal function. CKD does not show obvious 

symptoms in its early stages. Therefore, the disease may not be detected until the kidney loses about 

25% of its function. In addition, CKD has high morbidity and mortality, with a global impact on the 

human body. It can induce the occurrence of cardiovascular disease. CKD is a progressive and 

irreversible pathologic syndrome. Hence, the prediction and diagnosis of CKD in its early stages is 

quite essential, it may be able to enable patients to receive timely treatment to ameliorate the 

progression of the disease. 
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Machine learning refers to a computer program, which calculates and deduces the information 

related to the task and obtains the characteristics of the corresponding pattern. This technology can 

achieve accurate and economical diagnoses of diseases; hence, it  might be a promising method for 

diagnosing CKD. It has become a new kind of medical tool with the development of information 

technology and has a broad application prospect because  of the rapid development of electronic health 

records. In the medical field, machine learning  has been used to detect human body status, analyze the 

relevant factors of the disease and diagnose various diseases. For example, the models built by machine 

learning algorithms were used to diagnose heart disease, diabetes and retinopathy, acute kidney injury, 

cancer and other diseases. In these models, algorithms based on regression, tree, probability, decision 

surface and neural network were often effective. In the field of CKD diagnosis, Hodneland et al. utilized 

image registration to detect renal morphologic changes. Vasquez-Morales et al. established a classifier 

based on neural networks using large-scale CKD data, and the accuracy of the model on their test data 

was 95%. In addition, most of the previous studies utilized the CKD data set  that was obtained from 

the UCI machine learning  repository. Chen et al. used k-nearest neighbour (KNN), support vector 

machine (SVM) and soft independent modelling of class analogy to diagnose CKD, KNN and SVM 

achieved the highest accuracy of 99.7%. In addition, they used fuzzy rule-building expert system, fuzzy 

optimal associative memory and partial least squares discriminant analysis to diagnose CKD, and the 

range of accuracy in those models was 95.5%- 99.6%. Their studies have achieved good results in the 

diagnosis of CKD. In the above models, the mean imputation is used to fill in the missing values and it 

depends on the diagnostic categories of the samples. As a result, their method could not be used when 

the diagnostic results of the samples are unknown. In reality, patients might miss some measurements 

for various reasons before diagnosing. In addition, for missing values in categorical variables, data 

obtained using mean imputation might have a large deviation from the actual values. For example, for 

variables with only two categories, we set the categories to 0 and 1, but the mean of the variables might 

be between 0 and 1. Polat et al. developed an SVM based on feature selection technology, the proposed 

models reduced the computational cost through feature selection, and the range of accuracy in those 

models was from 97.75%-98.5%. J. Aljaaf et al. used novel multiple imputation to fill in the missing 

values, and then MLP neural network (MLP) achieved an accuracy of  98.1%. Subas et al. used MLP, 

SVM, KNN, C4.5 decision tree and random forest (RF) to diagnose CKD, and the RF achieved an 

accuracy of 100%. In the models established by Boukenze et al., MLP achieved the highest accuracy of 

99.75% . The studies focus mainly on the  establishment  of models and achieve an ideal result. However, 

a complete process of filling in the missing values is not described in detail, and no feature selection 

technology is used to select predictors  as well. Almansour et al. used SVM and neural network to 

diagnose CKD, and the accuracy of the models was 97.75% and 99.75%, respectively. In the models 

established by Gunarathne et al., zero was used to fill out the missing values and decision forest 

achieved the best performance with the accuracy was 99.1%. 

To summarize the previous CKD diagnostic models, we find that most of them suffering from 

either the method used to impute missing values has a limited application range or relatively low 

accuracy. Therefore, in this work, we propose a methodology to extend application range of the CKD 

diagnostic models. At the same time, the accuracy of the model is further improved. 

2.Problem Statement 

Chronic kidney disease (CKD) is a global public health problem affecting approximately 10% of 

the world’s population [1], [2]. The percentage of prevalence of CKD in China is 10.8% [3], and the range 

of prevalence is 10%-15% in the United States [4]. According to another study, this percentage has 

reached 14.7% in the Mexican adult general population [5]. This disease is characterised by a slow 

deterioration in renal function, which eventually causes a complete  loss of renal function. Nowadays, 

health care industries are providing several benefits like fraud detection in health insurance, 

availability of medical facilities to patients at inexpensive prices, identification of smarter treatment 
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methodologies, construction of effective healthcare policies, effective hospital resource management, 

better customer relation, improved patient care and hospital infection control.  

Disease detection is also one of the significant areas of research in medicine. 

3.Objectives 

• To check weather the person is affected with Chronic Kidney Disease or not 

• To check the stage of the affected person 

• Comparing the model with another model 

However, for the bias, when the updating method of (14) was used, the obtained decision line 

could classify the samples, but the line was located at the edge of the solution area, so it is not reliable. 

To solve this problem, a new bias adjustment strategy proposed in chapter 4 of the previous literature 

was referred to. The proposed models reduced the computational cost through feature selection, and the 

range of accuracy in those models was from 97.75%-98.5%. J. Aljaaf et al. used novel multiple imputation 

to fill in the missing values, and then MLP neural network (MLP) achieved an accuracy of 98.1%. Subas 

et al. used MLP, SVM, KNN, C4.5 decision tree and random forest (RF) to diagnose CKD, and the RF 

achieved an accuracy of 100%. In the models established by Boukenze et al., MLP achieved the highest 

accuracy of 99.75%. The studies focus mainly on the establishment of models and achieve an ideal result. 

However, a complete process of filling in the missing values is not described in detail, and no feature 

selection technology is used to select predictors as well. Almansour al. used SVM and neural network 

to diagnose CKD, and the accuracy of the models was 97.75% and 99.75%, respectively. In the models 

established by Gunarathne et al., zero was used to fill out the missing values and decision forest 

achieved the best performance with the accuracy was 99.1%. 

Related Work: 

Classification techniques, Feature selection, 

and Ensemble model are the most significant and vital tasks in machine learning and data 

mining. A lot of research has been conducted to apply data mining and machine learning classification 

technique, feature selection method and ensemble model on different medical datasets to classify 

disease datasets. Many of them show good classification accuracy. 

Polat, H et al. [6] Diagnosis chronic kidney disease using SVM and effective feature selection 

methods. They used wrapper and filter feature selection method to reduce the dimensionality of the 

feature. In their work they improve accuracy by implanting SVM without feature selection the accuracy 

rate was 97.75%, SVM with the classifier subset evaluator combine with greedy stepwise the accuracy 

rate was 98%, SVM with the wrapper subset evaluator combine with a best first search engine the 

accuracy rate was 98.25, SVM with the classifier subset evaluator combine with greedy stepwise the 

accuracy rate 98.25. And finally, SVM with the filter subset evaluator combine with best first search the 

accuracy was 98.5. 

Bashir, S. et al [15] they proposed ensemble classifier which uses majority Vote Based framework 

for prediction of heart disease. They used five heterogeneous classifiers used to construct the ensemble 

model. The classifiers are Naïve Bayes, decision tree based on Gini Index, decision tree based on 

information Gain, memory based learner and SVM. After experiment using stratified cross-validation 

show that their MV5 framework has achieved an accuracy 88.5% with 86.96% sensitivity, 90.83% 

specificity and 88.85 F-Measure and they compare with the base classifiers show to increase the average 

accuracy of the ensemble model. They involved proposing the ensemble approach. The first approach 

generates the individual classifier decision and the second approach is combine the individual classifier 

decision correctly to create the new combine model. 



M.Rama et.al(2022) 

72 
 

Bashir, S., [33] proposed HMV medical decision support framework using multi-layer classifier 

for disease prediction. They proposed based on the optimal combination of the heterogeneous classifier 

to create the ensemble model. The classifiers are Naïve Bayes, Linear Regression, and quadratic 

discriminate analysis, KNN, SVM, Decision Tree using Gini Index, and Decision Tree using Information 

Gain. So, their HMV ensemble framework outperforms the other prediction models. HMV framework 

was proposed based on three modules. The first module was data acquisition and preprocessing. The 

second module was used to predict unknown class label for test set instances. The third module used 

to predict and evaluate the proposed HMV ensemble model. After applying all the selected data set the 

HMV ensemble model achieved highest accuracy disease classification and prediction. 

Naghmeh Khajehali et al.[4] were presented by extracting factor affecting for pneumonia patients 

by using data mining techniques. They proposed modelling by using feature selection and classification 

with ensemble methods to preprocess, reduce dimensionality and classify the raw data. In their work, 

the design consists of different stages of preprocessing and used Bayesian Boosting method for 

constructed which identify factor related to patient LOS in hospital. The construction of modeling based 

on the data set SVM and ensemble method like AdaBoost, Vote, Stacking, Bayesian Boosting. Among 

these classifier techniques,  

Bayesian Boosting used for analysis of data by using 10 fold cross-validation method. In this work 

the data set was divided into 10 subsets, the training subset participated 10 times. Out of 10 subsets 9 

were classified as the training set. The result indicated that the Bayesian Boosting ensemble technique 

was scored a better result. The Bayesian boosting ensemble technique, accuracy was 97.17%, which is 

high performance used to predict pneumonia disease in anticipation of LOS. 

Pritom, A. I et al. [12] applied a classification algorithm for Predicting Breast Cancer Recurrence 

by using SVM, Decision tree, Naïve Bays and C4.5. They enhanced the accuracy of each classifier with 

the help of effective feature selection methods. They improve the accuracy by using Info Gain attribute 

with ranker search engine. After implemented on weka tool the recurrence prediction accuracy has 

SVM achieved 75.75% accuracy, J48 achieved 73.73% and naïve bays achieved 67.17%. These are the 

original data set without feature selection. After carefully applied feature selection SVM enhanced bay 

1.52%, C4.5 enhanced by 2.52% and Naïve Bays enhanced by 9.09%. 

Dulhare, U. N. et al. [10] Built classification models, Used feature selection to extract an action 

rule and predict CKD by using naïve Bayes classifier and one R attribute selector to predict and classify 

the CKD and none CKD patients. These methods are Naïve bays with the wrapper subset evaluator 

combine with the best first search. After implemented on weka tool using wrapper subset evaluators 

combine with the best first search engine; Naïve Bay's classifier achieved 97.5 % accuracy rate. 

Architecture: 

LOG and RF were selected as underlying components to generate the integrated model to 

improve the performance of judging. The probabilities that each sample was judged as notckd in LOG 

and RF were used as the outputs of underlying components. These two probabilities of each sample 

were obtained and could be expressed in a two-dimensional plane. In  the complete CKD data sets, the 

probability distributions of the samples in a two-dimensional plane are similar. Therefore, the 

probability distribution of samples when K equalling to 11 is shown in Fig. 3. It can be seen from Fig. 3 

that the samples have different aggregation regions in the two-dimensional plane due to the different 

categories (ckd or notckd). In general, samples with ckd are concentrated in the lower left part, while 

the notckd samples are distributed in the top right part. Due to the fact that the results in the two models 

are different, some samples are located at the top left and lower right, and one of the two models makes 

the misjudgements. Perceptron can be used to separate samples of two categories by plotting a decision 

line in the two- dimensional plane of the probability distribution. Ciaburro and Venkateswaran defined 

perceptron as the basic building block of a neural network, and it can be understood as anything that 

requires multiple inputs and produces an output . 
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Objective Function: The perceptron used in this study is shown in Fig. 4. In Fig. 4, prob1 and prob2 

are the probabilities that a sample was judged as notckd by LOG and RF,respectively. w0, w1 and w2 

are the weights of input signals. w0 corresponds to 1, w1 corresponds to prob1 and w2 corresponds to 

prob2, respectively. y is calculated according to (7): 

y = w0 + w1 × prob1 + w2 × prob2. 

The probability distribution of the samples in the complete CKD data set (at K = 11) the horizontal axis 

and the vertical axis represent the probabilities that the samples were judged as notckd by the LOG 

and the RF, respectively. FIGURE 4. The structure of the perceptron used in this study. The input signal 

corresponding to the weight w0 is 1, which is a bias. The function of Signum is used to calculate output 

by processing the value of y as follows: If y > 0, then the output = 1, whereas if y < 0, then the output = 

−1. For the output, 1 corresponds to notckd, whereas -1 corresponds to ckd. A single perceptron is a 

linear classifier that can be used to detect binary targets. The weights are the core of the perceptron and 

adjusted in the training stage. y = 0 is the decision line, and this line can be described as (8): 

prob2 = − w1 w2prob1 − w0 w2 

 

ALGORITHM DESCRIPTION 

 

Random forest 

• Random Forest is a trademark term for an ensemble of decision trees. 

• In Random Forest, we’ve collection of decision trees (so known as “Forest”). 

• To classify a new object based on attributes, each tree gives a classification and we say the tree 

“votes” for that class. 

• The forest chooses the classification having the most votes (over all the trees in the forest). 
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Logistic Regression 

• It is a classification not a regression algorithm. 

• It is used to estimate discrete values based on given set of independent variable(s). 

• it predicts the probability of occurrence of an event by fitting data to a logit function. Hence, it 

is also known as logit regression. 

Module Descriptions: 

 Data Collection Module: 

 Be it the raw data from excel, access, text files etc., this step (gathering past data) forms the 

foundation of the future learning. The better the variety, density and volume of relevant data, better 

the learning prospects for the machine becomes. 

Preparing the data Module: 

Any analytical process thrives on the quality of the data used. One needs to spend time determining 

the quality of data and then taking steps for fixing issues such as missing data and treatment of 

outliers. Exploratory analysis is perhaps one method to study the nuances of the data in details 

thereby burgeoning the nutritional content. 

Training a model: 

 This step involves choosing the appropriate algorithm and representation of data in the form of the 

model. The cleaned data is split into two parts – train and test (proportion depending on the 

prerequisites); the first part (training data) is used for developing the model. The second part (test 

data), is used as a reference.  

Disease prediction Module: 

     Disease will be predicted based on the results of the algorithms Provided. 

Data Set:  

The CKD data set used in this study was obtained from the UCI machine learning repository. 

 

 

which was collected from hospital and donated by Soundarapandian et al. on 3rd July, 2015. The 

data set contains 400 samples. In this CKD data set, each sample has 24 predictive variables or features 

(11 numerical variables and 13 categorical (nominal) variables) and a categorical response variable 

(class). Each class has two values, namely, ckd (sample with CKD) and notckd (sample without CKD). 

In the 400 samples, 250 samples belong to the category of ckd, whereas 150 samples belong to the 

category of notckd. It is worth mentioning that there is a large number of missing values in the data. 
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The details of each variable are listed in Table. 

 

Evaluation of All Models 

 

Conclusion 

The proposed CKD diagnostic methodology is feasible in terms of data imputation and sample 

diagnosis. After unsupervised imputation of missing values in the data set by KNN imputation, the 

integrated model could achieve satisfactory accuracy. Hence, we speculate that applying this 

methodology to the practical diagnosis of CKD would achieve a desirable effect. In addition, this 

methodology might be applicable to the clinical data of the other diseases in actual medical diagnosis. 

However,  in the process of establishing the model, due to the limitations of  the conditions, the available 

data samples are relatively small, including only 400 samples. Therefore, the generalization 

performance of the model might be limited. In  addition, due to  there are only two categories (ckd and 

notckd) of data samples in the data set, the model can not diagnose the severity of CKD. 

In the future, a large number of more complex and representative data will be collected to train 

the model to improve the generalization performance while enabling it to detect the severity of the 

disease. We believe that this model will be more and more perfect by the increase of size and quality of 

the data. 
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