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1. INTRODUCTION

In today's modern organizations, networks have become an essential component of
daily operations. With the increasing use of technology and the growing reliance on networks,
it is crucial to have a system in place to ensure the network's security and performance. This is
where network traffic monitoring and alerting systems come in.

Network traffic monitoring and alerting systems provide network administrators with
the visibility and insights needed to maintain network security and performance. These systems
capture using various tools like Wireshark and analyze all data passing through the network,
enabling administrators to detect and prevent potential security threats, such as malware or
phishing attempts, and eliminate unnecessary traffic that can slow down the network [4].

The collected data can also be used for forensic analysis, incident response, and
troubleshooting. It provides insights into network usage patterns, which can be used to optimize
network resources and improve the overall user experience. In short, network traffic monitoring
and alerting systems play a vital role in ensuring the security and performance of modern
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networks, helping organizations protect their assets and users from potential security threats
[6].

Our research paper aims to develop a system that addresses these needs by capturing,
analyzing, and alerting network traffic to identify users accessing blacklisted websites, peer-
to-peer traffic, and unnecessary protocol usage. By identifying and alerting these types of
traffic, we can prevent security threats and optimize network resources, thereby improving the
overall user experience [7].

2. SYSTEM ARCHITECTURE
System architecture is a conceptual model that defines the structure, behavior, and
views of a system. An architecture description is a final formal description and representation
of a system, organized in a way that supports reasoning about the structure and behavior of
the system.
A representation of a system, including a mapping of the functionality onto hardware
and software components, a mapping of the software architecture onto the hardware
architecture, and human interaction with these components [2].
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3. METHODOLOGY
The implementation methodology involves:

1. Requirements Gathering: Consulting with network security experts to identify key
system features.

2. Design: Creating a system design using Python and the Scapy library for packet capture
and analysis, a database for packet storage, and email alerts for notifications.

3. Implementation: Developing the system to capture, filter, and analyze network packets,
store relevant data, and send alerts.
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4. Testing: Simulating various network conditions to ensure system functionality.
5. Deployment: Deploying the system in a live environment and providing a user manual.

4. IMPLEMENTATION
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4.2 Implementation Process

The implementation of the network traffic analysis [9] and alerting system involves
several key steps, each crucial for ensuring the system functions as intended to enhance
network security and performance. The process can be broadly divided into the following
stages:

Installation of Required Libraries: The system utilizes several libraries that are essential for
its operation. Key libraries include:

1. Scapy: This Python library is fundamental for packet manipulation and analysis. It
allows the system to capture and filter network packets based on specific criteria such
as IP addresses, ports, and protocols.

2. Pybloom_live: A library used for efficient set membership testing. In this system, it
helps in quickly checking captured IP addresses against a predefined blacklist,
facilitating real-time detection of blacklisted IPs.

3. MariaDB: An open-source relational database management system used to store
captured network packets. The database is configured to support detailed analysis by
storing relevant information such as packet source and destination IPs, ports, and packet
sizes.

4. SMTP: Utilized for sending email alerts. The system uses this protocol to notify
administrators of any suspicious activities or security threats.
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5. Other Libraries: Additional libraries like os, sst, and tabulate are used for system
operations, secure communications, and formatting data respectively.

6. Configuration of MariaDB Database: The MariaDB database is set up to store
captured network traffic data. The database schema is designed to include tables for
storing packet information such as IP addresses, port numbers, timestamps, and packet
sizes. This structured storage allows for efficient querying and analysis, enabling
administrators to quickly identify patterns and potential security issues.

7. Defining Packet Filters: Packet filters are crucial for focusing the system’s analysis
on relevant data. Filters are defined based on specific IP addresses, ports, and protocols
that are of interest. For instance, filters might target known malicious IP addresses,
unusual port activity, or specific protocols that are generally not used within the
organization's network. This selective filtering reduces the processing load on the
system and focuses resources on analyzing potentially harmful traffic.

8. Capturing and Filtering Network Packets: Using the Scapy library, the system
captures network traffic and applies the predefined filters. This step is critical as it
determines which data will be stored and analyzed. The captured packets are processed
in real-time, allowing the system to detect and respond to potential threats as they occur
[1].

9. Storing Captured Packets in MariaDB: Once packets are captured and filtered, the
relevant data is stored in the MariaDB database. This storage process includes recording
details such as the packet’s source and destination, port numbers, and packet size.
Storing this information enables further analysis and is essential for generating reports,
conducting forensic analysis, and understanding network usage patterns [8].

10. Generating Email Alerts to System Administrators: The system is designed to alert
administrators immediately upon detecting suspicious activity. When certain conditions
are met—such as detecting traffic from a blacklisted IP or encountering unusually large
packet sizes—the system generates and sends an email alert. These alerts include details
of the detected event, such as the involved IP addresses, the nature of the traffic, and
the time of occurrence. The use of the SMTP library facilitates the sending of these
alerts, ensuring that administrators are informed in real time.

11. Logging and Reporting: The system maintains logs of all activities, including
captured packets, filter applications, and sent alerts. These logs are invaluable for
troubleshooting, understanding system performance, and auditing security incidents.
The tabulate library is used to format log data and analysis results into a readable and
accessible format, providing clear insights into network traffic trends and potential
security issues.

By integrating these components, the network traffic analysis and alerting system offers
a comprehensive solution for maintaining network security and performance. The system not
only detects and alerts administrators about potential threats but also provides a platform for
in-depth analysis and continuous monitoring, essential for protecting organizational assets and
data [5].
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5. Dataset

The dataset comprises network connection data packets saved as PCAP files. These
files contain comprehensive network traffic data, including packet headers, payload, and
metadata, essential for developing and testing the network traffic analysis and alerting system.

6. DATABASE
6.1 Database Schema Overview
The database schema consists of a single table designed to store critical network packet
information. Key fields include:
« id: A unique identifier for each record, set as the primary key and auto-incremented.
e src_ip: The source IP address from which the packet originated.
e dst_ip: The destination IP address to which the packet is sent.
e trans_layer: The transport layer protocol used, such as TCP, UDP, or ICMP.
e src_port: The source port number associated with the packet.
e dst_port: The destination port number associated with the packet.
e protocol: The protocol type, such as HTTP, DNS, or SMTP.
e timestamp: The date and time when the packet was captured.
e packet_len: The length of the packet in bytes.
This schema is structured to facilitate efficient data storage and retrieval, enabling
detailed analysis of network traffic and enhancing the ability to identify and respond to
potential security threats.

Conclusion

The proposed system for network traffic analysis and alerting presents an efficient and
customizable solution for monitoring and analyzing network traffic [3]. Its design allows for
filtering network packets based on specific criteria such as IP addresses, ports, and protocols,
and stores relevant packets in a database for detailed analysis [10]. Additionally, the system
can send email alerts to administrators when certain conditions are detected and generate
customizable reports and analytics based on the captured data. This solution is not only cost-
effective and scalable but also provides a robust alternative to commercial systems. It aims to
empower system administrators to detect and prevent potential security threats, offering real-
time alerts and comprehensive insights into network activity. This system stands out as a
valuable tool for organizations seeking to enhance their network security and monitoring
capabilities.
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